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Abstract. The article is devoted to the question of reducibility systems of ordinary differential equations, which
originates from Lyapunov's classical work [1]. The idea of this research was developed by N.P. Erugin in [2]. An
attractive direction in the theory of reducibility is the problem of reducibility linear systems with oscillatory coefficients,
in particular, in the periodic case, we have the well-known Floguet theory [3].

It should be noted that the question of reducibility linear systems with variable coefficients to systems with
constant coefficients is of particular interest.

In this research, this question is posed from a general point of view. If two linear systems with variable
coefficients based on a non-singular linear replacement are reducible to each other, that is, mutually reducible, then the
problem arises of clarifying the relationship that exists between these systems and their transformations.

The purpose of this article is to study this problem in some special cases and to establish a connection with
known results by reducibility of systems of ordinary differential equations.

In connection with the solution of this problem, the statement of the question is given in the note. The question
of the solvability of this problem is considered. The mutual reducibility of linear systems with periodic coefficients is
investigated. A connection is established between the question of mutual reducibility and the Floquet theory, and the
question of mutual reducibility of systems is investigated using the Lyapunov matrix, known from the theory of stability
of motions.

In conclusion, it is noted that the results obtained in this work can be generalized in the case of linear systems of
partial differential equations considered in [4-10].

Key words: linear system; mutual reducibility; matricant; transformation matrix; periodic system; Floquet's
theorem; Lyapunov matrix; sustainability.

1. Mutual reducibility of linear equations in the class of continuous functions.

Consider the linear equations

Ll = A(7)X, (1.1)
dr
d
Y =By (1.2)
dr

relatively n-vector functions x and y with continuous in R = (—o,+o0) with nxn matrices
A(r) e C(R), (1.3)

32


mailto:sartabanov42@mail.ru

K.)Ky6aHoB ateiHnarsl AkTe0e eHipiik yHuBepcuTeTiHiH Xabapuibickl, Nel(63), Haypsiz, 2021
®du3nka-MaTeMaTHKa FEUIBIMIAPHI

B(r) e C(R)
where C(R) is the class of continuous functions in R .
Suppose T (7) is a nonsingular continuously differentiable nxn matrix:
detT(r) 20, e R: T(r) eCY(R)
where C®(R) is the class of continuously differentiable functions, and the linear change
x=T(r)y
reduces equation (1.1) to equation (1.2).

To introduce the substitution (1.6) into equation (1.1), we define

dx dy
E—T(r)y—i-T(r)dT
dT(7)

T

where T(z7) =
Substituting (1.6) and (1.6 ") into equation (1.1), we obtain the equation
Yo i@here-T@l
equivalent to equation (1.2).

(1.4)

(1.5)

(1.6)

(1.6")

(1.7)

Then, equating the coefficient of matrices of equations (1.2) and (1.7), we obtain the equation

T(z) = A(@)T(z) - T(7)B(7)

for determine the transformation matrix T () (1.6) satisfying conditions (1.5).

(1.8)

Obviously, if equations (1.1) and (1.2) have solutions x(z) and y(r) at re R°c R, and

hence X(z) and Y (z) are their nonsingular matrix solutions:
X ()= A(r)X(zr), 7eR’
Y(zr) =B(z)Y(zr), r€R°
then it is easy to see that
T(r) = X(z)CY '(z), reR’
with an arbitrary constant matrix C is the general solution of the matrix equation (1.8).

Indeed, taking into account

9y =y ) Ly @y (1) =Y (B
dr dr

we verify that (1.11) satisfies equation (1.8).
Obviously, from detC = 0 follows detT(z) #0, 7 e R".

If we reverse the roles of equations (1.1) and (1.2), we arrive at the same result.
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Conversely, under roles are solvable in equation (1.8) at z € R" it is easy to verify that
equations (1.1) and (1.2) are reducible to each other.

Thus, the following theorem is proved.

Theorem 1. For, under conditions (1.3) and (1.4), equations (1.1) and (1.2) are mutually

reducible to each other at 7 € R” it is necessary and sufficient that equation (1.8) is solvable at
reR"cR.
2. Mutual reducibility of linear equations in the class of continuous periodic functions
Before starting to investigate the question, we note that if instead of vector-matrix equations
(1.1) and (1.2) we consider matrix equations
X =Ar)X, (2.1)
Y =B(2)Y, (2.2)
where X and Y are nxn- matrices, X and Y are their derivatives by 7, then carrying out a
similar study given in paragraph 1 would have obtained the result given in theorem 1.
In other words, the research of the issues of mutual reducibility can be carried out both in
vector-matrix and in a purely matrix form.
Thus, following the last form, consider the system of matrix equations (2.1) and (2.2) with
matrices A(z) and B(r), satisfying the conditions
A(r+9)=A(r) eC(R), (2.3)
B(r+9) =B(r) e C(R). (2.4)
Let us pose the problem of clarification conditions for the mutual reducibility of equations
(2.1) and (2.2) under conditions (2.3) and (2.4) using a nonsingular linear substitution (1.6) with a
transformation matrix T (7), with property
detT(z) 20, reR: T(r+6)=T(r) e CY(R). (2.5)
To solve this problem, we introduce the matricants U (z) and V (z) of equations (2.1) and
(2.2) into consideration:
U(r)= A(®)U(r), U(0)=E, (2.6)
V() =BV (), V(0)=E, (2.7)
where E is the unitnxn- matrix.
Further, according to Theorem 1, it is necessary to find a solution to equation (1.8) satisfying
condition (2.5).
Obviously, equations (2.1) and (2.2) under conditions (2.3) and (2.4) are solvable forz e R.

Consequently, equation (1.8) is also solvable for 7 € R, and according to (1.11)
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T(r) =U(0)T,V *(r) (2.8)
where C =T, should be chosen so that the solution (2.8) satisfies condition (2.5).
It is known that matricants with & -periodicity of the input data have the properties
U(z+80)=U()U(0), (2.9)
V(r+6)=V(c)V(0). (2.10)
Then, taking into account (2.9) and (2.10), from (2.8) we obtain
T(z+0)=U()UO)TV OV (7). (2.11)
Now, using the definition of & - periodicity by virtue of (2.8) and (2.11), we have
U@)TV (z) =U (@)U (@)TV OV (7).
Hence, we obtain condition
Uu@T, =TV (9) (2.12)
for matrix T,, which ensures the @ - periodicity of matrix T (7).
Conversely, from condition (2.12) we obtain the condition
T(6) =T(0) (2.13)
which ensures the & - periodicity of the solution (2.8).
Therefore, the equivalence of conditions (2.12) and (2.13) guarantees the solvability of the

problem posed. Since, according to [1-3], it is not always possible to indicate a matrix T,, that

satisfies equation (2.12), then from (2.12) it follows that the monodromy matrices of the equations
under consideration are connected for mutual reducibility.

Thus proves the following theorem.

Theorem 2. In order for the matrix equations (2.1) and (2.2) with matrices (2.3) and (2.4) to

be mutually reducible at means of the & - periodic matrix T(z)=T(r +6) it is necessary and
sufficient that their monodromy matrices U (#) and V (9) are related to the relation (2.12) with a
nonsingular matrix T, .

If the condition of mutual reducibility is satisfied, then to determine the transformation matrix

(2.8), instead of the matricants, one can use any fundamental matrices of equations. Indeed,
T(r) =U(7) XX o_lToYoYo_lV - (7)=X(@)T oy (7),
where X (z)=U(r)X,, Y(z) =V (7)Y, are fundamental matrices, X Y, are arbitrary nonsingular

constant matrices, T° = X,*T,Y, is a constant matrix.
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3. Relationship between the mutual reducibility of periodic linear systems and
Floquet's theorem.
To establish a connection between mutual reducibility, consider an equation with a periodic

matrix of the form

U=PU, (3.1)
and an equation with a constant matrix of the form
V =KV, (3.2)
where the matrices P(r) and K satisfy the conditions
P(r +9) =P(z) eC(R), (3.3)
K eC,.(R). (3.4)

Here, C_,(R) denotes the class constant for e R of nxn-matrices, and K is an unknown

matrix, which should be chosen so that equation (3.1) is reducible to equation (3.2).
Since K also belongs to the class of & -periodic matrices, then Theorem 2 is valid for
equations (3.1) and (3.2), and
V() =e"", (3.5)
and therefore, the corresponding monodromy matrix is determined by the relation
V(9)=e"’. (3.6)
Then, by virtue of (3.6), the condition of mutual reducibility, according to (2.12), has the for
U@T,=T,e". (3.7)
Floquet's problem is to choose a constant matrix K in an appropriate way so that equation
(3.1) is reducible to an equation of the form (3.2).
Then, to solve the Floquet problem on reducibility, it was always solved for equation (3.1) in

condition (3.7) on mutual reducibility, both matrices K and matrices T, should be chosen.
Obviously, that it is always solvable if we put T, equal to the identity matrix E, and the

matrix K is determined from (3.7) for T, = E . Therefore, from (3.7) we obtain

U =e"’ <=>K =%an(9) (3.8)
and by virtue of (3.5) we have
_ éInU(H)
U(r)=e : (3.9)

Since the matrix T (z) is periodic with period &, then from identity (2.8) we obtain a necessary and
sufficient condition for the reducibility of equation (3.1) to equation (3.2) in the form
Zhu(e)
U(r)=T(r)e? : (3.10)
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Here, obviously, the T (z) = @(z) - periodic nonsingular Floquet matrix, A zému(g) —K IS

constant matrix, and (3.10) represents the matricant of the periodic equation (3.1).
Hence, it is clear that the problem under consideration is broader than the Flogquet problem
associated with the reducibility of periodic systems indicated by Lyapunov.

Conversely, by virtue of the representation of the matricant U (z) of the form (3.10)at T, = E

condition (3.7) about on the mutual reducibility of equations (3.1) and (3.2) follows. Therefore, the
representation of the matricant (3.10), which we write in the form
U(zr) = d(r)e™ (3.11)
is a necessary and sufficient condition for the reducibility of equation (3.1) to equation (3.2), where
®(7) by virtue of (2.5) satisfies conditions
det®d(z) #0, d(r+6)=D(r), reR, (3.12)
and the matrix A = K was determined by the relation (3.8).

Thus, the following theorem has been proved.

Theorem 3. For equation (3.1) with any periodic coefficients (3.3) to exist mutually reducible
equation (3.2) with constant coefficients (3.4), it is necessary and sufficient that the matricant U (7)
of equation (3.1) be represented in the form (3.11) with matrices (3.8) and (3.12).

Theorem 3 proved can be called Floguet's theorem formulated in terms of the concept of
mutual reducibility of differential equations.

4. Linear homogeneous systems mutually reducible in the sense of Lyapunov
In the theory of stability of linear systems of differential equations, the concept of the

boundedness of a function X(z) on the semiaxis R,, =[zo,+%) by the norm

||X||T0 - suRp|x(z')| < +o0, 4.2
where 7, € R, =[0,+0), H is the sign of the vector norm of one of the known (cubic, octahedral,

Euclidean) types.
Systems (1.1) and (1.2) with conditions (1.3) and (1.4) are mutually reducible using the

Lyapunov matrix [1-3]:

It

_ <+, HLH < 400, |det L(r)| >1=const >0 (4.2)
are called systems mutually reducible in the sense of Lyapunov, where |L| = sup|L(z)|, H is the
0 TeRy,

sign of the matrix norm corresponding to the norm of the vector (4.1), L = di L.
T
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Theorem 4.1. If one of the Lyapunov mutually reducible systems (1.1) and (1.2) with
conditions (1.3) and (1.4) is stable, then the other is also stable.

Indeed, it is known that along with the matrix L(z), its inverse matrix L™(z) is also a

Lyapunov matrix:

|

< 40, = HL‘1
)

To

< +00,
To

detL*(r)| 21" =const >0 (4.2%)

i L
dr

By the definition of mutual reducibility, we have
X(7) = L()Y (7) (4.3)
for the matricants X (z) and Y (z) of systems (1.1) and (1.2) with properties (1.3) and (1.4).
From (4.3) we obtain
Y(r) =L (2)X (7). (4.3%)
Further, if we assume stable system (1.1) with condition (1.3), then we have

X

< 400, (4.4)

To

Then, by virtue of (4.2*), (4.3*) u (4.4) we obtain
V], <. (4.5)

Obviously, the fulfillment of condition (4.5) is equivalent to the stability of system (1.2) with
condition (1.4).

Conversely, if system (1.2) with condition (1.4) is stable, and hence condition (4.5) is satisfied,
then, by virtue of (4.2), (4.3), and (4.5), we have condition (4.4).

This is equivalent to the Lyapunov stability of system (1.1) with condition (1.3).

Theorem 4.1 is completely proved.

Further, assume that the matrix B(z) in system (1.2) is constant. Then we have the conditions

B = const (4.6)
and the matrix Y (7) is represented in the form
Y(r)=e"". 4.7)
Substituting (4.7) with properties (4.6), (4.3), we obtain the N.P.Erugin’s formula
X (z) = L(r)e® (4.8)
on the reducibility of system (1.1) with condition (1.3) to the system
&gy (4.9)

with constant matrix (4.6).
Note that, by Theorem 4.1, the stability of system (1.1) with condition (1.3) implies the

stability of system (4.9). This means that all eigenvalues of matrix B have non-positive parts
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Re,(B)<0, j=1n,

moreover, only simple elementary divisors admit a zero eigenvalue.

Conversely, from the last properties of a constant matrix. B the condition follows

suplexp[B 7] < +oo, (4.10)

TeR,

then, by virtue of (4.10) and (4.2), from (4.8) we have condition (4.4). Consequently, the stability of
system (4.9) implies the Lyapunov stability of system (1.1) with condition (1.3).

From these arguments, we easily obtain the following theorem of Erugin in terms of mutual
reducibility.

Teopema 4.2. For the mutual reducibility of systems (1.1) with conditions (1.3) and (4.9) with
condition (4.6), it is necessary and sufficient that these systems be related to formula (4.8).

We will not dwell on the proof of this theorem, since it is well known. Note that in this case
the systems can simultaneously be both stable and unstable.

In conclusion, we note that on the basis of [4-10], it is possible to obtain interesting results on
the mutual reducibility of linear homogeneous systems of partial differential equations with
multiperiodic coefficients, which are closely related to systems with almost periodic coefficients of
ordinary differential equations.

References

1. JlanmynoB A.M. OOmas 3amada o0 yctoitumBocti nBwkeHun / A.M. JlsmyHoB. —
M. JL: TUTTIJL, 1950. — 472 c.

2. Epyrun H.II. TlpuBoammseie cuctembr / H.II. Epyrun // Tp. Marem. HWu-Ta
um. B.A. CrexnoBa. — 1946. — T. 13. — C. 3-96.

3. Hemunoud B.I1. Jlekuuu mo maremarudeckoit Teopun ycrouuBoctd / b.I1. Jlemunosuy.
— M.: Hayka, 1967. — 472 c.

4. Xapacaxan B.X. Ilouru-nepuoaunueckasi peuieHusi 0ObIKHOBEHHBIX NU(epeHInanbHbIX
ypaBHenuii / B.X. Xapacaxan. — Anma-ATa: Hayka, 1970. — 270 c.

5. VYmOerxanoB JI.Y. Iloutm MHOromepumoguueckue pemeHus augdepeHnuantbHbIX
ypaBHEHHIA B 4aCTHBIX Pou3BOAHBIX / [I.Y. YMOeTkaHoB. — Anma-ATta: Hayka, 1979. — 210 c.

6. MyxamberoBa A.A. YCTOWYUBOCTH pelieHuil cucteM AuddepeHInaIbHbIX YpaBHEHUH ¢
MHOroMepHbIM BpeMeHeM / A.A. MyxamOetoBa, JK.A. CaprabanoB. — Akro0Oe: IIpunt A, 2007. —
168 c.

7. KynmexymueBa A.A. [lepuoanyeckre pemeHns cucteM audQepeHnnanbHbIX YpaBHEHUH C
MHOTOMepHBIM BpemeHeM / A.A. Kynbxymuena, K. A. CaprabanoB. — Ypanbck: PULL 3KIT'Y, 2013.
— 167 c.

39



Becthuk AKTIOOMHCKOTO pernoHanbHoro yuusepcurera um. K. XKybanosa, Nel1(63), mapt, 2021
Duznko-MareMaTHUECKUE HAYKU

8. CaprabanoB JK.A. O nmpuBOINMOCTH JTHHEHHBIX crcTeM Au(QepeHInanbHbIX YpaBHEHUHA
¢ MHoronepunndeckumu koddurnmentamu / XK. A. Capradbanos // 3. AK KazCCP. Cep. ¢us.-mar.,
— 1989, Ne5. — C. 34-40.

9. CaprabanoB XK. A. K nunueitHbIX cucteM aud¢epeHIHanbHbIX YpPaBHEHUH C
kBazunepuoanueckumu kospduuuentamu / XK.A. CaprabanoB. — [cn. B Kaszl'oc MHTU.
27.03.1995. P. 5967-Ka95. — 15 c.

10. Caprabano K.A. [IpuBOAMMOCTb JIMHEHHBIX MHOTONEPHOAMYECKUX YpPaBHEHUH C
oneparopoMm nuddepenupoanus no nuaroHanu / X.A. CaprabanoB, A.A. Kynbxymuesa //

Marematuueckuii )xypaair MOH PK. —2018. — T. 18, Nel. —C. 139 -150.

References

1. Lyapunov A.M. (1950). Obshaya zadacha ob ustoichivosti dvizhenii [General problem of
mation stability]. M.-GITTL [in Russian].

2. Erugin N.P. (1946). Privodimye sistemy [Reduced systems], Tr. Matem. In-ta im.
V.A. Steklova, Vol. 13. 3-96 [in Russian].

3. Demidovich B.P. (1970). Lekcii po matematicheskoi teorii ustoichivosti [Lectures on the
mathematical theory of stability]. Alma-Ata: Nauka [in Russian].

4. Kharasakhal V.Kh. (1970). Pochti-periodicheskaya resheniya obyknovennyh
differencialnyh uravnenii [Almost-periodic solution of ordinary differential equations]. Alma-Ata:
Nauka [in Russian].

5. Umbetzhanov D.U. (1979). Pochti mnogoperiodicheskie resheniya differencialnyh
uravnenii v chastnyh proizvadnyh [Almost multiperiodic solutions to partial differential equations].
Alma-Ata: Nauka [in Russian].

6. Mukhambetova A.A., Sartabanov Zh.A. (2007). Ustoichvost reshenii system
differencialnyh uravnenii s mnogomernym vremenem [Stability solutions of systems of differential
equations with multidimensional time]. Aktobe: Print A [in Russian].

7. Kulzhumiyeva A.A., Sartabanov Zh.A. (2013). Periodicheskie resheniya sistem
differencialnyh uravnenii s mnogomernym vremenem [Periodic solutions of systems of differential
equations with multidimensional time]. Uralsk: RITs ZKGU [in Russian].

8. Sartabanov Zh.A. (1989). O privodimosti linainyh sistem differencialnyh uravnenii s
mnogoperiodicheskimi koefficientami [On the reducibility of linear systems of differential equations
with multiperiodic coefficients]. I1zv. AK KazSSR. Ser. phys.-mat., Ne 5, 34-40 [in Russian].

9. Sartabanov Zh.A. (1995). K linainyh sistem differencialnyh uravnenii s
kvaziperiodicheskimi koefficientami [On linear systems of differential equations with quasiperiodic
coefficients]. Dsp v KazGos INTI. R. 5967-Ka95 [in Russian].

40



K.)XKybanoB ateinarsl AkreOe eHipiik yHuBepcuTeTiHiH Xabapisicel, Nel(63), Haypsi3, 2021
®du3nka-MaTeMaTHKa FEUIBIMIAPHI

10. Sartabanov  Zh.A., Kulzhumiyeva A.A. (2018). Privodimost lineinyh
mnogoperiodicheskih uravnenii s operatorom differencirovaniya po diagonali [Reducibility of linear
multiperiodic equations with diagonal differentiation operator]. Mathematicheskii zhurnal —
Mathematical journal, Nel, 139-150 [in Russian].

CBI3BIKTBI O3APA KEJTIPIM/I JU®PEPEHIMAIIBIK TEHJAEYJIEP

7’K.A. CAPTABAHOB!", T.M. AMUTEHOBAZ I".C. TOPEMYPATOBA!
K. XKybanoB ateiHaars AKTEOE OHipIiK yHUBEepcuTeTi, AkTobe, Kasakcran
2M.OtemicoB aTeiHAarsl bateic Kazakcran yauBepeuteri, Opan, Kazakcran

“e-mail: sartabanov42@mail.ru

Anmgatna. Makana JISIyHOBTHIH KIIACHKANbIK KYMBICBIHAH [l1] 3 OacTayblH anaTblH KapamaibiM
mudepeHIMaIIBIK TeHAeYyIep KyieciHiy kentipiMainirine apraamansl. H.II. Epyrus [2] xyMbIcbHIa Oy 3epTTEyIiH
HIESICBIH TaMBITTHI. KenTipiMIiTiK TeOpHACHIHBIH TAPTHIMABI OaFBITHI TepOeIMeIi KOAPPHUIIMEHTTI ChI3BIKTHI JKYHeTIepaiH
KeNTIpIMALTIK Mocesieci O0JIbIT TaObLTa b, IEPUOATH KaFaaiaa 6enrinai dnoke [3] TEOPHACHIH amaMBbI3.

AftHBIMaNBI KOG (UITMEHTTI CBI3BIKTHI JKYHeNepAiH TypaKThl KOd((UIHMEHTTI >XyHhelepre KenTipiMaiIiri
JKOHIHET] CypaK epeKIlie KbI3bIFYIIBUTBIK TYABIPATHIHABIFBIH CCKEPIeH KO H.

Byt 3epTTeyme ochl cypak JKajambliaMa TYPFbIIaH KOWbLIFaH. Erep eki aifHbIMaibl Kad(h(GHUIIMEHTT] ChI3BIKTHI
XKYHelep epekilie eMec ChI3BIKTHI aybICThIpY Heri3iHne Oip-OipiHe kenTipinimai OoJica, sFHM @3apa KenTipiniMai Oonca,
OHJIa OCHI JKYHelep MEH OJlapAblH TYpPJEHIIpYJepiHiH apacblHaa OoJaThlH OaiylaHBICTBI AHBIKTAY >KOHIHIE ecen
TyBIHIAHAB. By MakamaHBIH MakcaTbl OCHI ecenTi Keiibip mepOec jkarmaimapma 3epTTeyre >KOHE KaparaibiM
mudepeHIHaIIbIK TeHASYIep KYHECIHIH KeNnTipiMAautiri OOHBIHIIA OENTisli HOTIDKEIePMEH OailaHBICTHI OpHATyFa
Heri3aemneni.

Bepinren ecenti 3epTrey OapbIChIHIA SCENTIH KOWBLIBIMBI KEATIPLIEIl; OChI €CENTiH MICHIUTIMIUTIIT KOHIHIS
CYpaK KapacThIPbLIaAbl, TMEPHOATH KOI(D(PHUIIMEHTTI CHI3BIKTHI KYHEIEPaiH ©3apa KEeATIPIMAUINT 3epTTeNieidl; e3apa
KeNTIpiMAUTIK cyparsl MeH Drioke Teopuschl apachblHIa OalIaHbIC OPHATBHLIAJbI JKOHE KO3FaJBICTHIH OPHBIKTBUIBIFBI
TeOpHsIChIHAH Oenriii JISImyHOB MaTPHUIIACkl APKBUTBI XKYHEIEP/IiH 63apa KeATIPIMAUTIIK CYpaFbl 3¢PTTEIIC/II.

KopeITeiHabIa OYIT )KYMBICTA aJTBIHFaH HOTIKeNep [4-10] »yMbIcTapbIHIa KApaCTHIPhUTFaH IepOecC TYBIHIBLTBI
CBI3BIKTHI TCHICYJIED JKYHEC] JKaFJaifbIH I JKATMBUIAaHYBl MYMKIH €KESHJITI €CKepiIei.

Tyiiin ce3aep: CHI3BIKTHI XKYHe; ©3apa KeNTipIMAUTIK; MAaTPUIIAHT; TYPIACHIIPY MAaTPHULIACH; IEPHOATH XYie;

®noke Teopemacsl; JISITyHOB MaTpPHUIIACHT; OPHBIKTHUIBIK.
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Annotanusi. CraThsi IOCBSIIEHa BOINPOCY IPHUBOJMMOCTH CHCTEM OOBIKHOBEHHBIX JHdepeHInanbHbIx
ypaBHEHHH, KOTOpPHIA OepeT cBoe Hadaylo ¢ Kiaccuyeckoi pabotsl JlsmyHoBa [1]. Mnest sToro mccnexnoBanus Obuia
passurta Epyrunom H.I1. B paborte [2]. [IpuBnexaTensHbIM HapaBIeHUEM TEOPUH MTPUBOJMMOCTH SBIISIFOTCS TPOOIEMBI
TIPUBOJMMOCTH JINHEHHBIX CHCTEM C KOJIeOaTeIbHBIMU KO3(GHUIIMEHTaMHU, B YACTHOCTH, B IEPHOIMIECKOM CITy4ae HMEEM
u3BecTHYI0 Teoputo Dioke [3].

Crenyer OTMETHTb, YTO OCOOBI HMHTEpeCc MpPEICTaBIsIeT BONPOC HPUBOAMMOCTH JIMHEHHBIX CHCTEM C
TIepeMEeHHBIMH KO3 HUIIMEHTaMI K CUCTEMaM C ITOCTOSHHBIMU KO3 duIeHTamu.

B nmanHOM HcCcieoBaHMM 3TOT BOIIPOC IMOCTaBIIEH ¢ OO TOYKHM 3peHHs. Ecim 1Be IMHEHHbIE CHCTEMEI C
TIepeMEeHHBIMHA KO3 HIIeHTaMi Ha OCHOBE HEOCOOCHHOW JIMHEHHOW 3aMEHOI NPHUBOAMMBIE APYT K APYTY, TO €CTh
B3aUMHO MPUBOJMMBIC, TO BO3HHKAET 33Jada O BBISICHEHWH CBSI3H, CYIIECTBYIOIIEH MEXTy 3TUMH CHCTEMaMH M HX
npeoOpazoBaHusIMu. Llendb 3TOH cTaThU 3aKIIOYAETCSl B M3YyYCHHWH ATOW 3aadyd B HEKOTOPBIX YACTHBIX CIIy4dasx U B
YCTaHOBJICHHU CBSI3U C M3BECTHBIMU PE3YJIbTaTaMH IO NMPHUBOJUMOCTH CHCTEM OOBIKHOBEHHBIX IH((depeHnnanpHbIX
YpaBHEHHUH.

B cBs13u ¢ peleHreM JaHHOM 3a/1au B 3aMeTKE IPUBOAUTCS IOCTAHOBKA BOMPOCA; pacCMAaTPHUBAETCsl BOIPOC O
pa3pelMMoCcT 3TOM 3a/auu; HCCIeNyeTcs B3auMHas MPUBOAWMOCTD JIMHEHHBIX CHUCTEM C HEepHOANYECKUMHU
koo duienTamu; ycraHaBIMBaeTCs CBS3b MEX/Y BOIPOCOM B3aUMHOW MPUBOJUMOCTH M Teopru Diioke u u3ydaercs
BOIIPOC B3aWMHOM IMPHUBOJMMOCTH CHCTEM IPU TOMOIIM MaTpHubl JIAmMyHOBa, M3BECTHOW M3 TEOPHM YCTOMYMBOCTH
JIBUKEHUH.

B 3axiroueHn# OTMedaeTcs, YTO NOIYYCHHBIE Pe3yIIbTaThl B TaHHOH padoTe MOTYT OBITH 0OOOOIIEHBI B CIIydae
JIMHEHHBIX CHCTEM YPaBHCHHH B YaCTHBIX MPOM3BOAHBIX PACCMOTPEHHBIX B padorax [4-10].

KaoueBble ciioBa: juHeiiHas cucTeMa; B3auMHas NPHUBOAMMOCTB; MATPHLAHT; MaTpuia rnpeoOpa3oBaHus;

nepuoanyHas cucrema; Teopema dioke; marpuia JIsnyHoBa; ycTOMUUBOCTD.
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