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Abstract. This article discusses a linear system of inhomogeneous equations with a differentiation operator for a
scalar argument. Cauchy problems for both homogeneous and inhomogeneous systems of equations are studied. The
properties of helical characteristics and initial characteristic integrals are established. A new method for studying systems
with two differentiation operators is developed based on the transition from a scalar argument to a vector argument. The
analytical form of the unique solution to the initial problem for a system with two differentiation operators in a vector-
matrix form is found. Integral representations of the unique solution to a system of equations with a differentiation
operator in vector form, defined on a cylindrical surface, are obtained for the cases of trivial and periodic initial conditions.
As a result of the study, a new method for solving initial value problems for linear homogeneous and inhomogeneous
systems with two differentiation operators is developed, based on the transition to a system with one differentiation
operator, from which a scheme for studying such systems is provided. The article uses the results and methods of the
scientific project "Method of periodic characteristics in the study of oscillations in systems with a diagonal differentiation
operator."
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Introduction

The article presents the problem of developing a methodology for solving initial problems for
systems of linear multiperiod coefficient equations with two-operator double equations. Specific
types of such problems, (a) with mutually independent linear parts [2], and (b) with constant
coefficients [1], have previously been studied on a plane using a different method. In this study, the
general case is considered, and a new method for solving the problem posed on a cylindrical surface
is presented. Using this method, a matrix is constructed, and it is substantiated that the initial problems
have unigue solutions. Additionally, the integral representations of the solutions are provided. The
study is based on the method of periodic characteristics presented in [3]. The new method is a further
generalization of the method presented in [4]. We note that the reduction of matrices to canonical
form [5] and the methods of partial differential equations [6] have contributed to the research.

1. Problem Statement
The study examines a constant matrixant A, with a scalar argument (z,t).

0 0
D=—+A —
ot % ot
with a differentiation operator A=[a, ] matrix operator f =(f,,..., f) - vector function (0, ®)-

periodic

0 0
Dx = A(r,t)x+ f(r,t), D=—+A,—,
(z,1) (z,t) P Aoat

Az +0,t+w) = A(r,t) e CGY(RxR), (1)
f(r+0,t+w)=f(r,t)eC°Y(RxR),

7.t
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the given vector function of the system u(t) = (u,(t),...,u,(t))
XL:; =u(t+w)=u(t) e CY(R)

We consider the problem that satisfies the initial condition. D — It is referred to as a matrix
differentiation operator.

We will focus on developing the method for solving this problem in the case where n=2. To do
this, we take the constant matrix K and the system (1).

x =Ky 2)
We transform it with a substitution.. Here, the matrix K should transform the matrix A into its Jordan
canonical form J. Therefore, the matrix K is non-singular and

KTAK =1 ©)
will be in the form. Triangular J: of Matrix J if the matrix is second-order and the diagonal will be

type Jo:
0 0
1 v, 0 v,

In general, it can also be v, =v, . In this case, the work [1] is provided. We assume that v, = v, in this

study and that
0
J:(‘;l vj’ vV, #EV, (5)
2
we will consider what happened.
Thus, the operator D is two different
D = ai Vl%’
S (6)
D,=—+v,—
or ot

nudepeHnnanaay oneparopiaapblHa KIKTeJIeIl.
We assume that here (2) the transformation is given in the form A, (5), without entering (1)

into the system, and (1) the system x = (x;,x,) through the vector

Dx = A(z,t)x, D=(D,,D,) (7)
A(z, 1) =[a; (w.0)F, Az +0,t+w)=A(r,t) e COY(RxR), (8)
f(z,t) = (f.(z.,1), f,(z,1), f(r+O,t+w)=f(r,t)eCEY(RxR) 9)

we say that it is given in the form
The initial condition u(t) = (u,(t),u,(t)) is given through the vector function

X|_, =u(t+o) =u(t) e C”(R) (7

Here, 6,0 let the ratio of the periods be an irrational number. Such numbers are called

incommensurable numbers.

We pose the problem of developing a method for solving the initial problem given by conditions
(6), (7)—(70), (8), and (9). This problem is not an easy one to solve, as it is examined in detail in [2].
If A(z,t) is a constant, then the solution to this problem is presented in the article [3].

2. Helical Characteristics of Differentiation Operators

The differentiation operator is given by the expression
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D:i+v§, v=const>0, (r,t)eRxR

ot ot (10)
R = (—o0,+0) - Number axis
Our goal is to determine the descriptor of this operator, given by the expression
dt=vdz (11)
which corresponds to a @ -periodic vertical cylindrical surface
To achieve this, when the variable z changes along the R axis, the 7 -variable defined by
equation (11) must move with velocity v compared to the s-variable, passing a straight (temporal)
segment of length 7 equal to @. Additionally, t must travel a circular arc of the same length (i.e.,
equal to @) along the circumference, and for the phenomenon to be periodic, t must complete one
full revolution around the circle.

Therefore, the length of the circle, 2zr, must be equal to v@, that is
2ar =v6. (12)

Thus, according to equation (12), the radius of the circle is determined by the equality r = ;—0
T

, or the length of the circle must be C =v6
If the circle S is located in the (vw) plane, perpendicular to u =7 axis, and passes through the

origin of the (uvw) Cartesian coordinate system, then the cylinder ] is aligned along the u -axis.

S, :V:+(W-r)’=r? (13)
It would be defined by the circle given by the equation. The point (z,t) along this cylinder (11)
moves according to the equation, and its solution passing through the point (£,77) is given by the
expression x=t (14).

t=v(r-%)+n (14)
If we describe a cylinder using the variables = and t above, then the parameter z determines the
change in u growth, that is, in parallel with the creator of the cylinder, and the parameter t indicates
the change in the circumference, and therefore the change in the rotation of the cylinder, and it

becomes the basis of the parametric equation of the circle S.
So the parametric equations of the cylinder C are in the form

_ t t . (t 7[)
IJ:u=7,v=rsin—, W=r—-rcos—=r+rsinf ———

r r r 2 (15)

If we take into account the expression (14), then the point (z,t) (uvw) in the Cartesian

coordinate system, according to the equations (15), we get the trajectory of the propeller movement

r r 2 (16)
The coordinates v=V(z) and w=w(z) in this (16) expression we observe the & - period ore.

L . . 2ar
Indeed, considering that according to the expression (12) & =——, then we see that the v(7)
14
coordinate satisfies this expression

v(r+2—m—r§)+77
=rsin Vr =

vle=e)rem rsin(—v(r —e)tn Zyzj _rsinXE=E)tn v(z)
r r r
that is, it is @ -periodic.

In the same way, it can be proved that w(z + ) =w(z) .

V(r +6) = rsinv(r+0r_§)+ﬂ

rsin
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Thus, the variable t (14) is a function of r depending on the expression, i.e. t =t(z). And the
Cartesian coordinates of the parameter t =t(z) v(r) and w(z) are @-periodic functions.

Hence,
t(r+6)=t(r), reR. (17)

But the expression (17) cannot be observed from the numerical approximation (14) equality.
To overcome such a psychological barrier, we must write that z is the straight line segment, and t is
the arc length. To do this, if we take the usual temporal or straight segment z as it is, then we accept
to write the expression (14) in the form
t—n=dog(r <) (18)
showing that t is arcuate. The dog designation here means the word "arc" (abbreviated, written
in Latin).
So, since the circle length Sis 6
dog(r+6) =dogr (19)

We see that the dogz function, which converts the straight segment to the price of the circle, is a
periodic function and is equal to the length of the periodic circle.

Thus, (18) is equal to (14) written in the language of the operator function, and (14) is equal to
(18) written in the term of length. The fact that the function is € -periodic is given by the equality
(19).

There is also an inverse straight line to the dogz =t function, that is, a function that converts
an arc into a line segment. It has a polynomial function
7 =Kkest+ jO=Kest, jeZ (20)
Z is a set of integers.
Kes — a polynomial function that represents the length of a segment or segment, and kest is its
head value, and it satisfies the condition 0 <kest<&.
So, write the expression (18) as
t=dog(r-&)+n=p(.¢n), 7R (21)
and the propeller descriptor of this D operator.
Itisan @ - periodic function according to the expression (19).
Solving 7 from the equation of descriptors (21), we determine the first descriptor integral

n=pBE ), (rY)eRxS, =1 (22)
It is a flat function that obeys the properties of & - periodic
DA, 7.1)=0, B(S.&1)=t, (23)
P, ,t+w)= (& 1,1)+ o, (25)
B¢, B 1) =B 7.1) (26)

by & and 7.

Let's formulate this result obtained in the form of a theorem.

Theorem 1. The screw descriptors (21) and the first descriptive integrals (22) of the
differentiation operator D, the expression of which is in the form (1), are subject to the properties
(23)-(26).

This theorem is fully proven in the work [2], when v =1, by a different method. The 1 theorem
proved is its generalized form,and it is interpreted in the language of the dogr function.

3. Methodology and matrices for studying systems of linear equations with different operators

First, let us dwell on the methods of studying the system of two homogeneous equations
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0 0
DX =a11(z-!t)xl+a12(z-1t)X2’Dl = +4
or ot

0 0
D,X, =a,,(7,t)X +a,(7r,t)X,,D, =—+ 4, —

or ot 27)
where the coefficients satisfy the conditions

a; (r+0,t+w)=a, (r,t) e Cfg'l)(Rx S,), (J,k=12) (28)

and the eigenvalues 4 and %2 are determined by the condition of diversity h#h,
According to the (1) theorem proved, the descriptors of the operator D; depend on the values

V=451 =12 et it be determined by the equations

dt.
—L=4, =12 t;=4,@En), j=12
dr (29)

where the values 1'% are the names of  in each row.
Thus, t became a vector Value t=(t,,t,). According to the theory of descriptors, taking into
account that

Dyxy(r.t,) - LX @A), =12
each line has its own descriptor, taking o instead of 7z, we write the system
L X (@ peEm) = Y18, 0.5, Em)X (0B (@Em))
E—Io1 (31)
and note that the variable o here varies from & to 7. (&,7,) is the initial set of descriptors,

=A@ &) (30)

i.e. the preliminary position of the (z,t;) vector.
So, from the differential system (31)

T 2
X;(o,B;(c,&,n;)) = Uj(77j)+_[zajk (o, B;(c. & n)x (o, Bi(c,&n;))do, =12
£ k=1 (32)

we got an integral system.

Now let's move from this scalar writing to the vector-matrix writing form.

To do this, we need to move from all coordinate quantities to vector quantities, from Element
quantities to matrices and determine the order of execution of operators.

In accordance with this, without breaking the already formed familiar designations, two -

coordinate vectors

(7. 1),(& ). (E 1), x=(X, %), u=(u,u,), n=>n.1m,), t=0,1,), B=(8.5) and

A:(Z“ 212] were obtained, given by The matrix and the &,o,7 scalars, the vector operator
21 22

D=(D,,D,). Let's solve the problem of writing expressions (27)-(32), given by arithmetic
differential, integral and composite operations, in such a way that other mathematicians understand
and understand it, so that they can easily describe the often used method of gradual approximation.

The main feature of this situation, the previously unestablished rule, was the coordination issue
of ensuring that each line's characteristic descriptor remains in its place. This issue arises when
multiplying a matrix by another matrix or a matrix by a vector, due to the involvement of all rows in
the matrix interacting with each row. When integrals are repeated, a new composition is introduced
first.
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The raised issue had previously been solved using projection operators. Bipak, o1 971i TOJBIK
okeriamereH. Unless in specific cases (e.g., with constant coefficients), we notice that applying it in
general is difficult.

The way to solve this issue now seems to have been found. It is the resolution of the composite
operation after all arithmetic operations, followed by the execution of differentiation or integration.
The algorithm of operations: 1) perform arithmetic operations, 2) apply composite operations, then
3) adopt the rule for using integral or differential operations, and 4) both integration and
differentiation should be carried out in terms of descriptors, with the results being expressed in terms
of the initial descriptor integrals. This can be referred to as the hierarchy of operations.

A composite operation is the process of substituting the argument of a function with another
argument, meaning it is the operation of introducing complex functions.

For example, the substitution of the (z,t) arguments of the function x into the vector-function

X(z,t), i.e., the transformation from x(z,t) {x(o, (o, 7,1)), is written in the form

X((z,t) o(o, B(o,7,1))) = X(0, B0, 7.1)) (331)
Here, the small circle o is the symbol indicating which quantity is substituted by which other quantity.
Now, let's adopt the following notation suitable for our case:

oo
Dx = = '
D, \x, ) \D,x, (332)
X(z,t) = [Xl ]((T,tl)J _ [ x(7,t) }
AN AN (333)

A(T’t):(au an](r’t):[au anj((atl)]:(an(r,tl) aiz(r,tl)]’

21 Ao Ay  a, (1) ay(7,t) a,(r.ty)
_ [ X apX, (z.,t) _ a, (7. 1) % (7.1) +a, (7. 4) %, (7. 1)
Al DX D = (A0 = (alei +3,,X; ]((Ta tz)j - (aﬂ (7, 1)x (7, t,) +a,(7,t,)X, (T1t2)J

(AX)(z,1). (33)
Thus, we need to construct the mappings of vector and matrix functions and their arguments.
Thus, the system (27) is written in vector-matrix form with the acceptations (331)-(33s) as

(334)

Dx = (AX)(T,t) (34)
Meanwhile, the expression (28) retains the previous form of
A(T +0,t+ a)) = A(T,t) (35)
Similarly, the expressions (29) also retain their previous forms of
dt
_=ﬁ" t=ﬁ(7’§,77)
dr (36)

The relationship of the differential operators (30) is described by
d
DX(T’ t)|t=ﬁ(71§1,7) = d_T X(Tv ﬂ(T, (:’ 77))

(37)
which also remains unchanged.
The simple differential system (31) is presented in the form
d
o X(O-v ﬁ(O', é:’ 77)) = (AX)(O-a ﬂ(O', 5’ 77))
do (38)

Also, if we take the function

{2

the integral system (32) is presented as
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X(o, Blo,&m) =um)+ [ (Ao, flo. £ m)do )

As a result of the integration, in order to show what function is described by the expression
(39), we consider that

Blo.& B 1) = pB(o,7,1)

is the initial integral and that the complex function becomes

n=p¢& 7.t)

Therefore, we transition to the expression

X(w.0) =U(B(E 7.0)+ [ (AX)(o, f.(0, 7. 1))do

If we replace x(z,t) in the expression (40) with the X (z,t) matrix, then considering “o
X| .=V,
it can be written as
X(@.)=V(A.7.0)+ [ (A0, flo,7.))do )
In the special case where V=E is the identity matrix, we obtain the expression
X(0,)=E+[ (AX)(o, Blo,7,))do @2

from the equation (41).
Approximations should be expressed in terms of (z,t).

Now, let's provide the methodology for constructing the matrix using the iterative
approximation method.

To do this, we open the unit matrix E as the zero approximation X that is, from the
approximations

X© =g XY =E+ L(AX *DY(o, Blo,7,t))do, (k=12,.) )

and get the first approximation

Xy = E+ [ Aoy, Bloy,7.)doy
X((rz,)t) =E+ JZ Aoy, B(oy,1,1))- X((?t)(GO',B(O_o’O-liﬂ(Ula 7,1))) =

= E+ [, Aoz, Ao, 7)), [E + Aoy, 00,03, A0y, 7. 1) o =
= B(oy,0,, B(oy,7,1)) = B(oy,7,1) =

—E+ I;A(al, Blo,,r,0))o, + L’A(al, B(o,,1.1) L Aoy, B(c,,7,0)do, =

—E+ j;A(ao, Blo,,7.1))do, + Edal L Ao, (o, 7. D)) Ay, B0, 7,0)do,

X =E+ L’A(ao, B(0y,7.t))do, + L’dal Lf’ Aoy, (01, 7,1)) A0y, B0, 7,1))d o, +

+ot ero-kfl L do,_,.. L" Ale ,, B(o, 1, 7.1)..Aloy, B(oy, 7, 1))doy

(44)

We obtain the expressions.
Now we estimate the approximations (44) and determine the inequalities

X O =[E]= 2% B <1+ Al ¢

(z,t)
.r
3

‘X(Z)

(z.t) <

<1+|Alr ¢+

2 2
Ao, - do] <t Ao+ 2L e
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1+||A||| —§| ||A||| §| Loz ||A||k|r_§|k,k:o,1,2,___ (45)

1 21
Therefore, from the expression (45) we see that
‘ o |< elAle—¢] (46)

Now, let's evaluate the differences between the two related approximations. Then it is possible
to make sure that
<[[Alr -l

‘X((l)t) X (0)‘ = ‘L Aoy, B(oy,7,1))doy

A -4 If G

‘X (2) -X @

(z,t) (z, t)

2 k
‘X‘k) X((Tk,t_)l)‘f ||A|| |;_ §| (47)

by the method of full mathematical induction.
Therefore, we know that for any number A > O from the expression

) ©) () (0]
Xen =X +Z[X(rt) X'

when |- — & <A, itis expressed by the series
limX {9, = E+§]xgg X9 (48)

when k — .
On the basis of this (48) row (47) estimation, we get that

0 . . 0 A J _ J 0 A JAJ
s 3o, ~xgp] <1 3 AT Ly SIAA g
R Y -1 I = )
satisfies.
So, if the (48) series is |z — &|< A, the absolute is set in a uniform.
If we denote the sum of the series as X (z,t), then from the extreme (48) we get the equality
limX{ =X (@Y (49)
From these(42)-(49) expressions, i.e., in the method of constructing a matrices(331) - (33s), we

found that the receptions function perfectly, as in a single-operator system. Finally, to obtain the
matrices of the system (27) - (28), we note that from the expression (29) we write the scalar value

teR as a vector
ot
Al
t) (¢,

corresponding to each line of the system. Where the sign = is composite equality. Therefore,
we note that in the expression (49) t is in the form (50), that is, according to it,

]

is represented in the form (51). Therefore, we note that in the expression (49) T is in the form
(50), that is, according to it,

(51)

(51)

X (@0 =[x, (7.0F {Xﬂ(”l) e (r,tl)}

X (7,1,) Xy (7,1,)
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is represented in the form Then, if the (z,t)-scalar argument of the system (27) is given in
vector-matrix form as

Dx° = A°(z,t)x°, D= (Blj, A°(z,1) {

2

a,(7,1) a,(zt)
ay(z,t) ay(rt)

notation, and considering that t;=t=t in the expression (51), we will familiarize ourselves with
the scalar argument, i.e., the (7,t) e RxR argument, from the expression

X (r,t) = X((Tvtl)jz{xn X12:|((Tvtl))
(z.t,) Xa X \(7,1,)
in the form of a matrix
(z,1) X, X | (7,1) X X
X(r,t) =X = = (z,t),(r,t) e RxR (53)
(z,1) Xy Xy [\ (7,1) Xy X
Thus, in this section of the study, we transitioned from the (z,t) scalar argument system to the

}, (r,t) e RxR (52)

(érttl))j =((z,t,),(z,t,)) vector-argument system and became acquainted with the research method
(21

based on assumptions (331)-(33s), successfully applying the new method for constructing the matrix
of the linear system.

Theorem-Statement 2. By transitioning a system with two differentiation operators from a
scalar argument to a vector argument, a new research method was developed based on the arithmetic,
compositional, and analytical operations hierarchy (331)-(33s), and the developed method was
introduced through the construction of the matrix of the linear system (27) and the vector-matrix
equation (52) (53).

Theorem 1) states the new method, formulating and summarizing it, and then with this method,
2) it determines the form of the matrix. Therefore, it is referred to as a conceptual theorem. The use
of limits, differentiation, and integration operators is explained by the term analytical operations.

4. Solving two-operator linear systems on a cylindrical surface.

Consider the problem of finding a solution to the equation
Dx = A(z,t)Xx, (r,t)e RxS,, D=(D,,D,),

A(z,t) =[a; (,)F, Az +0,t+w)=A(rt)e Cr(f)t’l)(R xS,)
of the vector-matrix type

(54)

X, =u(t)=u(t+e) eCO(S,) (54°)

of a linear two-operator (z,t) scalar argument (27) - (28) system (52). Here x=(x1,X2) an
unknown vector is a function whose variable t indicates that it is a scalar quantity

To do this, we use the method according to theorem 2-statement. For this purpose,instead of
the (z,t) scalar arguments, we introduce the vector t =(t1,t2), defined by the Equality t, =t, =t, and
consider the vector argument

((z.1).(7.1)) = (z.1) (55)

(i.e. (z,t)) - the arguments of the first line, (z,t,) - the arguments of the second line) as the

following system

Dx = (AX)(z,t), D=(D,,D,), A{
The initial condition is as

¢%=U®=ua+@6096ﬁ,t=pq (56)

(r+6,t + )
(r+06,t, +a))J

. (z.1,) _ c COY (R«
—{@@J—“”)CH(RS”(%)
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Now we will understand the (z,t) argument in the sense of (55) until we turn it back to the

problem (54)-(54%) and, in accordance with the perception (331)-(33s), we will conduct a study using
arithmetic, compositional and analytical operations, in this hierarchical order. This method draws on
the scheme of the single-operator system approach used earlier, we only need to understand the use
of operations in the sense of (331) - (33s).

. . : d
In the general case, the equations with the D operator should be simply set to the a4 operator
T

state, and then the same characteristic-descriptive equations should be normalized in the form of a
single system, grouped by (o,p,(c,£,17)).(,n)eRxS, =0, &—"—r, that is, grouped
according to the identity of the characteristics of the given system.

In our case, the descriptors of the two equations can be 1) the same or 2) different. In the same
1) case, the system is single-operator, and its integration methods are known, given in the work [3],
developed in the work [4].

If in the case of 2), then each equation of the system is determined along its own descriptor, and
it must be integrated according to the new methodology in this study.

A thin hyperbolic situation, that is, a system with different descriptions, is integrated from the
described method. According to this approach, the system (56) is written in the form

X plo,2m) = (A0(e, Bl £.1)
Ao +0, B+ )= Ao, B)eCEP(RxS,)

X, =uln+@)=un) eCP(S,).{——r.(Emel (57°)
and according to the expressions designations (331)-(335), we must understand in the form of

dependencies
m o Xy U, a; 9
RV R ) I W R by
(Uzj B, X, u, Ay dy

f » M1 111
(AX):[ai1X1+a12X2j:( 1} (G,ﬂ):((o_ ﬂ)} (5177):((5 77)}

(57)

Ay Xy + 85X, f, (0,5,) (&:1,)
[ &K T apX, (0. B(0,&.m) _
(Alaflancm) = [amxl . azzxzj((o,@(a,:,nz)J i
_ ( (@, % +a,%,)(o, B0, & m) j _ ( f(o,B(c,&m) j
(ayX, +ay,%,)(0, By (0,&,m,) f,(c.B,(0,&.m,)

2
and f; = Zajk X, ] =1,2. The vector argument of the matrix is written in parallel, but it should
k=1

be noted that it is not multiplied.
According to theorem-statement 2, the solution of the initial problem (57)-(570) is given by the

expression
X(o, B(o,&,1m) = X (o, f(o,&,mun) (58)
in the term descriptors. From this we proceed to the integral of the first descriptors by
n = p(&,7,t), taking into account the expression

X(o,p(0.¢,B(S,7.1))) = X(0, B0, S, B(S, 7. )ONU(B(S,7.1))

from it the image
X(o, p(o,7,1)) = X(o, Blo, 7, )u(B(S,7.1))
by the group property, and therefore, if o=z, then S(r,z,t) =t, then
X(z,t) = X(z,0)u(B(S,7.1)) (59)
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. . . t
(56)-(56°) we get a solution to the problem. The solution is vector-argument, i.e. t = [tlJ .
2

t . .
Now we move on to the case t = (J =t,le t =t, =t, and from the expression (59) we get

the solution of the problem (54)-(54°) in the form
X(z, 1) = X (7, u(B(S, 7.1)) (60)
Theorem 3. The only solution to the initial problem (54) - (54°) is determined in the form (60)
obtained by the expression (59).
We also remind you that the full proof of the theorem is based on the above using the
expressions (54)-(60). The loneliness of the solution is easily determined by the reverse approach.
Using the same method, let's determine the solution of the initial condition problem

X|T:§ =u(t) =u(t+w) eCY (Sy) (619
for the system
Dx = A(z,t)x+ f(r,t), D=(D,,D,),
Az +6,t+w) = A(z,t) e COP(RxS,), (61)

7t
f(r+6,t+w)=f(r,t) eCGY(RxS,)

with the unknowns x=(x1,x2) in the linear non-homogeneous case.
In the new method, we take congruent variables t, =t, =t and write the problem (61)-(61°) as

Dx = (AX)(z7,t) + f(7,1), (7,t) = [(T’tl)}
(Tvtz)

(t+0t+0)) ((.4)) c COD(R «
(r+0,t, +a))j = (T,tz)J = A(z,1) C‘r,t (RxS,), (62)
(r+ 06,1, + w) B (7,t) B < COV(R X
f[(r+6’,t2+a))]_f((r,tz)j_f(r't) Ce (RS,
t+o Y (0,1 0
X|,_.=u Lt =u 3 =u(t)eC(S,) (62%)

In general, we draw attention to the fact that the expression

REA AN RACAN)
flnn= ( fzJ[(Tvtz)j - ( f, (T’tz)J

is called the cartesian product of the vector-function f and the vector-argument (z,t) . Therefore, the
cartesian product is equivalent to registering the corresponding coordinates of two vectors and writing

them together.
Further, from the problem (62)-(62°), we move along the descriptions to the differential
equations
(T1t1)] o,B(o,&m)
=(z.)=(o,B(0.&,m)) =
[(Tvtz) o, B,(0,6,1,)

and determine the solution of the initial problem

AL (py (o, plo.m)
Ao +0, B +o)= Ao, B) e COD(RxS,), (63)
f(o+0,8+w)=f(c,pB) e C((f";))(R xS,),
X,_. =u(n+e)=u(n) eC(s,) (639
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To do this, let's first look for a solution that satisfies the initial condition in the simple case of
universal revelation
u|gz§ =0 (63%*)
It is known from the theory of differential equations that such a solution is given by the
expression

X(, Ao, £m) = X (@, Blo. &) (XF (s, Bls, £ m)ds (64)

for the problem(64)-(64*) [6].

Thus, a characteristic feature of linear systems is that the solution of the initial problem (63)-
(63%) consists of the sum of the solution of homogeneous systems (57)-(57°) and the solution of (63)-
(63*). Therefore, along the descriptors are represented by the expression

X(, f(0.&m) = X (o, flo. &) + X (o, flo. &), (X ) A(s.£m)ds - (65)
If we take into account that 77 = (&, 7,t) , then the solutions (64) and (65), based on the equality
Blo.& B .1))=p(o,z,1), form

x*(o, f(o,7,1)) = X (o, B(o,7,1)) L“ (XHF)(s, B(s, 7, 1))ds, (66)
X(0. (o, 7.0)= X (o, flo. 7 OU(B(E 7.0 + X (0, flo. 7)) (X )(s, 5(s,7,)ds (67)

along the first descriptive integrals.
Further, if o=, then we take into account that £(z,7,t)=t, and from the expressions (66)

and (67) we get the corresponding introductions
X*(7,t) = X (@) (X )(s, B(s, 7, 1)ds (68)

X(r,t) = X (2, (B, 7,1)) + X (7,1) L’(x 1£)(s, A(s, 7,1))ds (69)

These (68) and (69) solutions are the solutions to the initial problems (62)-(62°)-(63*) and (62)-
(629, respectively.

. . . . t) .
From these solutions, we can see that if we project the variable t = (t] , 1.e. 1, to the vector state

t . .
Pt = (tlj =t, in the case of t, =t, =t, then the expressions

2

x*(z.)= X (@], (X )(s B(s,7,D)ds, (70°)

X(z,t) = X (7, )u(B(&, 7, 1)) + X (r, t)LT (XE)(s, B(s,7,1))ds (70)
give a solution to the initial problem (61)-(61°) without using the projection operation, given

that t = Pt reduces the vector state to a scalar state.

Thus, the following theorems have been proven.

Theorem 4. The unique solution of the given initial problem (61)-(610)-(63*) on the cylindrical
surface is expressed by the formula (70°).

The uniqueness of the solution was proven using the method of contradiction. The following
Theorem 5, which unites Theorems 3 and 4, is stated as follows.

Theorem 5. The unique solution of the given initial problem (61)-(61°) on the cylindrical
surface is expressed in the form (70).

This theorem is, on one hand, a general theorem, and on the other hand, a consequence of
Theorems 3 and 4.

The significant achievement of the research is the development of a new method that transforms
the solutions of the initial problems of two-operator linear systems into the form of the solution
scheme for single-operator systems.
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Conclusion.

In this work, the uniqueness of the solution was proven using the method of contradiction. A
significant achievement of the research is that the solutions of the initial problems of two-operator
linear systems were transformed into a form of the solution scheme for single-operator systems, and
attention was paid to the development of a new method.

You're welcome! The research was conducted with the financial support of the Ministry of
Science and Higher Education of the Republic of Kazakhstan, grant number AP 19676629.
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AnpaTma. Makanaga CKaJSIpIBIK apryMeHT OoibiHIIA auddepeHunanaay omepatopsl 0ap OipTekTi emec
TEHJICYJIEP/iH CBI3BIKTBHIK )KYHeci KapacThIpbliaipl. bipTekTi *oHe OIpTeKTi eMec TeHjeynep kyHenepi yiin Komn
Macedenepi 3eprreired. OcblFaH coiikec, OypaHAanblK CUIaTTamMaiap MeH 0acTarKbl CUIaTTaMallblK MHTErpalJapablH
KacueTTepl aHblKTamraH. CKaJSIpIIBIK apryMEHTTEH BEKTOPJIBIK apryMeHTKe Ty HerisiHue eki auddepeHumangay
omepartopbl 0Oap KyHenepai 3epITEYIiH JKaHa ojici o3ipJcHreH. Bekrop-marpuma TypiHAeri OepiireH exi
muddepeHnraniay omeparopel Oap JKyieHiH OacTamkpl Moceneci VImiH Oiperedl MmEImiMHIH aHAIATHKAIBIK TYpi
tabpurrad. HummHapmik 6ette Oepinren auddepeHnuangay onepaTopsl 6ap TeHIACYIep KyiHeciHiH Oiperei memiMiHig
UHTETPaNIBIK KOpiHicTepl alblHIBI, MyHIa OAacTamlKbl >Karqal/blH TPUBHAIABI JKOHE IIEPUOATHIK JKaFIaiiIapbl
KapacTeIppUIFaH. Makamaga mudQepeHIHaNIslK TeHACYIep TEOPHACHHIAFE audQepeHnnpiey omeparopiapsl 6ap
3epTTeyNepaiH MYMKiH OarbITTaphl Ja TalKbUIAaHFaH. 3epTTey HOTIKeciHAe eki and¢epeHnumaniay omnepaTopsl 6ap
CBI3BIKTHIK OIpTEKTi jkoHE OIpTEKTi eMec KyHenep yIIiH 6acTanKsl MoceeNep i 3epTTeYAiH *KaHa o/Iici 93ipieH i, O 1a
0ip omeparopsl Oap auddepeHuanay xKyecine eTy HETi31H/e JKacallFaH KOHE OChIHIAM KYHeNep i 3epTTey CXeMachl
ycoIHbUIFaH. Makanana tarbl «/{uaronans OoiibiHIIA auddepeHnuaniay onepaTopsl 0ap xyhenepaeri Trepoenicrepi
3epTTeyIeri IepHOATHIK CHIIaTTaMalap 9J1iC1» FhUIBIMU JKOOAChIH/AA HOTHIKEJIEpl MEH S/1icTepl albIHBIN Mali1anaHbUIFaH.

Tyiiin ce3zaep: muddepennmangay onepaTopsl, 6aCTaNKbl MIAPT, MEHTIMHIH KaIFBI3BIFbI, IEPUOATAD, BUHTTIK
CHUIMATTAYBIIITAP, CHI3BIKTHI JKYHenep, MaTpHLa.
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AHHOTanudA. B 1anHoO# craThe paccmaTpuBaeTcs JIMHEHAs cUCTeMa HEOJJHOPOJHBIX YPABHEHUH C OIepaTopoM
nuddepeHIIMPOBaHus CKAIIPHOTo apryMenTa. VccnenoBansl 3aaa4un Kommu 1 OJHOPOAHBIX M HEOJHOPOIHBIX CHCTEM
ypaBHeHUH. B COOTBETCTBUM yCTAHOBJIEHBI CBOMCTBA BHMHTOBBIX XAPKTEPUCTHK W HAdaJbHBIX XapaKTEPUCTHUECKUX
uHTErpanoB. Pa3paboTan HOBBIM METOM UCCIICAOBAHKSI CHCTEM C ABYMS oreparopamu auddepeHIupoBaHus Ha OCHOBE
mepexofa OT CKAILIPHOTO apTyMEHTa K BEKTOPHOMY apryMmeHTy. Halinena anamuthdeckas (opMmMa €JUHCTBEHHOTO
pelIeHNs HadaIbHOM 3a7auil U CHCTEMBI C IBYMS oriepaTopaMu Au¢epeHIIPOBaHUS B BEKTOPHO-MATPUIHOH (opMe.
[lonydeHbl uWHTErpajibHble NPEJICTaBICHHUS €IMHCTBEHHOIO PELIEHUS] CUCTEMBl YPaBHEHMH C OIepaTopoM
mudepeHIMPOBaHUS B BEKTOPHOH (GopMe 3aJaHHON Ha IUIMHIPHYSCKONW MOBEPXHOCTH, B CIyYasX TPHUBHAIBLHOTO
HAYaJIbHOTO YCIOBUS M MIEPHOIMIECCKOTO HAYAIBHOTO YCIIOBHSL. B pesynmbprare ucciieioBaHus pa3padoTaH HOBBIA METO
HCCIIeIOBAaHUS HAYaJIbHBIX 3aJad JUIsl JMHEMHBIX OJHOPOJHBIX M HEOJHOPOJHBIX CHCTEM C JABYMS OIEpaTopamu
nuddepeHIMpoBaHUS Ha OCHOBE MEPEX0/1a K CUCTEME C OJJHIM OTepaTopoM JUQGepeHIIMPOBAHUS, HCXOI U3 KOTOPOTO
MIPUBEICHA CXEMa UCCIIeIOBAHUS TAKUX CUCTEM.

B cTarbe ObUTH NCTIONB30BaHbI PE3YIBTATH U METOJIBI HAYYHOTO MPOEKTa «IMETO T MEPUOINIECKIX XapaKTEPUCTHK
B HCCJIEIOBAaHUH KOJICOAHMI B CHCTEMAX C ONepaTopoM AuddepeHIMpPOBAHUS 110 JHATOHATIN).

KuoueBble cjioBa: omeparop AudQepeHInpoBaHus, Ha4daJIbHBIE YCIOBHS, €IUHCTBEHHOCTh pEIICHUS,
MIEPUOUYHOCTh, BHHTOBBIC XapaKTEPUCTHUKH, TUHEHHAS CUCTEMA, MaTPHIIA.
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